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Research overview

* Phonological learning. How do people learn and represent sound patterns?

* Structure of paradigms. How do related words influence each other, and how
do people encode the relationship between forms of a paradigm?

Corpora Experimental evidence
Grabowski & Kuo (2023), Kuo (2023b) Kuo (2023a)

Fieldwork (Seedig, Mam) Modeling
Grabowski & Kuo (2023), Elkins & Kuo (2022) Kuo (2020; 2023b)

Today: insights about paradigm structure from Tgdaya Seediq




UR-SR relations

 Typically, models of phonology derive surface representations (SR)
from underlying representations (UR)

/UR/

Apply rules, constraints, etc.

[SR] ——— [SR]

* There is evidence that related surface forms within a paradigm can
influence each other, challenging this view.




Similarity across a paradigm

 Surface forms in a paradigm (i.e. across grammatical contexts) tend to
be similar.

* Example: English past tense

want want-ed speak spoke (n=6)
wait wait-ed VS. strike  struck (n=16)
plan plann-ed give gave  (n=1)

N=1146 (93%)

Generalizations from the CELEX database, taken from Albright and Hayes (2003)



Similarity across a paradigm

* In fact, surface forms in a paradigm (i.e. across grammatical contexts)
can influence each other.

* Example: English aspiration vs. flapping (withgott 1983)

<militaristic> mili[t"]aristic (cf. mili[t"]ary)
<capitalistic> capi[r]alistic (cf. capi[r]al)




How do we formalize this generalization?

* Correspondences between related forms (Benua 1995; McCarthy & Prince 1995)
 typically assume a linear, 1:1 relationship between segments.

PRES ‘want’ [wa n t] mili[t"]ary

PST ‘wanted” [wa n t ad]

e.g8. [W]pres corresponds to [W]per

mili[t"]aristic



Can non-linear correspondences exist?

* Crosswhite (1995) proposes prosodic correspondence, where
stressed syllables of related words correspond to each other

linguist lin.gwist
Typical linear
segmental

correspondence

linguistic li1n.gwis.tik



Can non-linear correspondences exist?

* Crosswhite (1995) proposes prosodic correspondence, where
stressed syllables of related words correspond to each other

linguist m gWIst

Prosodic
correspondence

linguistic |1 r]{'g W I s}t Ik




Can non-linear correspondences exist?

* Crosswhite (1995) proposes prosodic correspondence, where
stressed syllables of related words correspond to each other

* Very little empirical evidence to date
* one case from Chamorro.



Goals of the talk

1. Present evidence for prosodic correspondence from Tgdaya Seediq.

2. Demonstrate the usefulness of looking at
* probabilistic patterns
* experimental evidence

.... when asking questions about phonological representation.

3. Present a preliminary model of how Seediq speakers learn prosodic
correspondence
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Outline of talk

Intro
Descriptive facts Evidence for a
of Seediq gradient prosodic

corr. effect

Results of a wug test
supporting these
findings

A model of how
speakers can learn and
extend pros. corr
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Tgdaya Seediq

 a dialect of Seediqg (Austronesian, Atayalic)

* Located in central Taiwan
e ~2,500 members including non-speakers
e critically endangered

Taivoan

Southern Amis
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Phoneme inventory

* 5vowels /aeiou/

e Consonants:

Stops
Fricatives
Affricates
Nasals
Approximants
Laterals

pb

td
c [ts]

r[r]

y 1]

kg g ?
X h
)
w
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Vowel alternations in Seediq

 Stress is always penultimate
e written with acute accent on stressed vowel
* e.g. [pé.mux]

* Extensive stress-driven vowel alternations

14



Vowel alternations in Seediq (vang 1976)

* Pretonic vowel reduction: before the stressed syllable, all vowels

become [u]”

UR stem
/gedan/ gédan
/biciq/  biciq

/barah/ barah

suffixed
gudan-an
bucig-an

burah-an

gloss
‘die’
‘decrease’

‘rare’

*simplifying a bit here; feel free to ask me in the Q&A!

Sample derivation

UR /gedan-an/

Stress gedanan

pretonic V=>[u] gudanan

SR [gudanan]
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Vowel alternations in Seediq

* Post-tonic vowel reduction: after the stressed syllable, /e/ and /o/

become become [u].

UR stem suffixed gloss
/remux/ rémux  rumux-an ‘enter’
/pemex/ pémux puméx-an ‘hold’

/kodon/ kédun  kudén-an  ‘hook’

In other words, post-tonic [u] can
alternate with [e] or [0]

Sample derivation

UR  /pemex/
Stress pémex
pret. V2> [u] -
post. /e,o/=2[u] pémux
SR [pémux]
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Vowel alternations in Seediq

* As a result of these two processes, surface forms within a paradigm
can look very different.

* Some more examples...

stem suffixed gloss
hanuc hunéd-an ‘cook, boil’
malu mulé(j)-an ‘able to’

doé?us do?0s-an ‘refine’ (metal)’

17



Prosodic correspondence in Seedig

* For stems which undergo post-tonic VR, there is a strong tendency for
stressed vowels of stem and suffixed forms to match.

stem suffixed gloss

pemux pumex-an ‘hold’ © Stressed Vs match
kédun kudén-an ‘hook’

hanuc hunéd-an ‘cook, boil’

, , ) ) @ Stressed Vs mismatch
remux rumux-an enter

18



Prosodic correspondence in Seedig

 Evidence for prosodic correspondence (i.e. pressure for stressed
syllables within a paradigm to be similar to e/o)
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Outline of talk

Corpus
Descriptive facts Evidence for a
of Seediq gradient prosodic
corr. effect

Results of a wug test
supporting these
findings

A model of how
speakers can learn and
extend pros. corr
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Data

e 341 verbal paradigms (stem-suffix pairs)
e Taiwan Aboriginal e-Dictionary (Council of Indigenous Peoples 2020)

 fieldwork with three Seediq speakers (ages 69-78), carried out in Puli
Township, Nantou, Taiwan.
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Vowel matching in Seedig

Figure: Stressed vowel in stem vs. suffixed form, in words that undergo
post-tonic VR.

[rémux]~[rumUlx-an] — 29 11 13
8 Freq
X
5 30
7]

[pémux]~[puméx-an] —> 34 20
e
- =10
2
0
& °

[kédun]~[kuddn-an]

o) e u i a
Stressed vowel of isolation stem
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Otherwise, there is a preference
' I I for non-alternation.
Vowel matching in Seedid non-altemation.
[hilun]~[huldnan]

Vowel matching tendency
when the stressed vowel of
the stem is [e, o, u].
e.g. [kadun~kudonan],
[pémux~pumeéxan],
[puluh~puluhan]

Freq

30

®

20

10

Stressed vowel

o
(»)

0 ¢! u i a
Stressed vowel of isolation stem
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Another way of looking at the data...

[pémux]~[puméx-an]

[bunuh]~[bunth-an]

[kodun]~[kudon-an]

1.00

0.75 1

- 0.50 A1

0.25 1

0.00

-

B it othen)
. alt (vow matching)
non-alternating

Figure: Proportion of alternating suffixed forms for CVCuC stems



Psychological reality of prosodic correspondence

 So far, it seems like vowel matching exists as a gradient tendency in
the lexicon.

* But it is psychologically real?
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Outline of talk

Descriptive facts Evidence for a
of Seediq gradient prosodic
corr. effect

Experiment

Results of a wug test
supporting these
findings

A model of how
speakers can learn and
extend pros. corr
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Method: wug test (Berko 1958)

* Tests whether speakers have
generalized productive grammars
from the lexicon.

* Present participants with nonce
words of their native language

e ...and ask them to apply a
morphological rule (e.g. plural
formation)

This is a Wug.

27



Method: wug test (Berko 1958)

* Tests whether speakers have This is a Wug.
generalized productive grammars
from the lexicon.

* Present participants with nrenece
words of their native language

e ...and ask them to apply a
morpholadgical rule (e.g. plural Now there is another one.
formation)

‘gapped’ stems, i.e. ones with
no known suffixed forms There are two

There are two of them.
©

Photo courtesy of Jean Berko Gleason
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Methods cont.

* Participants: adult native speakers (N=10, 7F, ages 45-76).

* Procedure: Speakers were shown test items, and asked to produce
them with two suffixes: /-an/ ‘LF" & /-i/ ‘PF.iMmP’

word in Seediq

// orthography
daruk

AR Chinese gloss

29



Stimuli

* ‘gapped’ stems of the form CV,CV,C; V, ={a,e,u}, V,={a,u}

1k-an?
V, V, Example — durdk-an
a u daruk ‘oil’ durék-an?

e u kerun ‘wrinkles’ \durék-an?

u u cuguk ‘type of plant’




Stimuli

* ‘gapped’ stems of the form CV,CV,C; V, ={a,e,u}, V,={a,u}

e 72 items (6x8 test items + 24 fillers)
V, V, Example
a u daruk ‘oil(y) Control: [a] should
e u kérun ‘wrinkles’ be non-alternating.
u u cuguk ‘type of plant’ subak-an
a a sabak ‘dregs, pulp’ subdk-an
e a réhak‘seed’ Lol
u a suwak ‘yawn’




Predictions

Possible outcomes:

* No pattern internalized: no
vowel alternations.

Outcomes: non-

vV, 'V, Example  alternation
a u daruk duruk-an
e u kérun kurun-an
u u cuguk cuguk-an
a a sabak subak-an
e a réhak ruhak-an
u a suwak suwak-an
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Predictions

Possible outcomes:

* No pattern internalized: no
vowel alternations.

* Frequency-matching: apply
alternations in a way that
matches their rate in the
lexicon.

For more examples of frequency-
matching: Zuraw 2000, Ernestus &

Baayen 2003, Hayes & Londe 2006;
Zuraw 2010

Vowel matching alternation

k Outcomes:

V4 Example  freq. matching
g u daruk mostly duruk-an
e u kérun mostly kurén-an
u u cuguk always cuguk-an
a a sabak subak-an

e a réhak ruhak-an

u a suwak suwak-an

33




Frequency matching predictions

Figure: proportion of vowel alternation types in the lexicon

100% +

0-

AN

CACAC CECAC CUCAC CACUC
| ]

Post-tonic [a] should be non-alternating

CECUC

CUCUC

. alt (other)
. alt (vow matching)

nnnnn Iternating
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Frequency matching predictions

Figure: proportion of vowel alternation types in the lexicon

100% A — [putékan]

. alt (other)
- alt (vow matching)
non-alternating

MM

CACAC CECAC CUCAC CACUC CECUC CUC
| |

For words like [patuk], the suffixed form should
mostly be [putukan], but sometimes [putékan]

[putukan]
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Frequency matching predictions

Figure: proportion of vowel alternation types in the lexicon

100% - _— [putékan]

. alt (other)
- alt (vow matching)
non-alternating

M

CACAC CECAC CUCAC CACUC CECUC CUC
| |

tak
For words like [pétuk], the suffixed form should [putukan]

mostly be [putékan], but sometimes [putukan]
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Frequency matching predictions

Figure: proportion of vowel alternation types in the lexicon

100% +

. alt (other)
- alt (vow matching)
non-alternating

A\

M

CACAC CECAC CUCAC CACUC CECUC l CUCUC

[putukan]

For words like [putuk], the suffixed form should
mostly/always be be [putikan]
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Predictions

Possible outcomes:

* No pattern internalized: no
vowel alternations.

* Frequency-matching: apply
alternations in a way that
matches their rate in the
lexicon.

* Overlearning: apply vowel
matching alternations more
than predicted by the lexicon.

not observed in the lexicon

AN

Outcomes:
vV, 'V, Exar& _ vow matching
g u daruk \'| durak-an??
e u kérun kurén-an
u u cuguk cuguk-an
a a sabak subak-an
e e réhak ruhak-an
u e suwak suwak-an
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Results

As expected, post-
tonic [a] is non-
alternating.
[putak]—=>[putakan],
never *[putikan]

100% A

CACAC CECAC CUCAC CACUC CECUC cucuc
Shape of input stimulus

uswuadx3

Response

B

alt (other)
alt (vow matching)

nnnnn lternating

non-alternating + vow matching
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For CeCuC and CuCuC
words, speakers are
frequency-matching.

Results

[pétuk] -2 [putékan] (~80%)

For CaCuC words, - [putukan] (~20%)

speakers are applying a
new vowel-matching
alternation that is not
observed in the lexicon.
e.g. [patuk] = [putakan]

Response

alt (other)
. alt (vow matching)

nnnnn lternating

AW

%
% non-alternating + vow matching

Z
~
~
=

CACAC CECAC CUCAC CACUC CECUC cucuc
Shape of input stimulus
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Interim summary

* Vowel matching is present in Seediq both as
e trend in the lexicon
* an active principle in wug tests

* Evidence for prosodic correspondence (pressure for stressed syllables
within a paradigm to be similar)

* |n fact, prosodic correspondence overrides segmental correspondence

pa.tuk

V' prosodic
correspondence

X segmental
correspondence

pu.ta kan

41



Interim summary, cont.

* Unresolved issue: how do we model the learning of vowel matching?
* Lexicon: vowel matching on [pétus], [potus], [putus]
* Learned pattern: vowel matching overgeneralized to [patus]

* Difficult, as learning models are generally frequency-matching

42



Outline of talk

Descriptive facts Evidence for a
of Seediq gradient prosodic
corr. effect

Results of a wug test
supporting these
findings

Modeling

A model of how
speakers can learn and
extend pros. corr

43



Proposal: generality bias

* People are biased to learn more general patterns (vioreton & Pater 2012)

“Vowels match” vs. “Vowels match, if they are mid vowels”

* Modeling: test this hypothesis

* Goal: model that when trained on the lexicon, can predict the experimental
results

* Preview: generality bias improves model predictions

44



Elements of the model

* A probabilistic phonological grammar
* Ability to incorporate generality bias

45



Phonological grammar

* Basic idea: the grammar has...
* A mechanism for generating candidate outputs given an input
* A series of constraints on the output (Optimality Theory; Prince & Smolensky 1993/2004)

e Ex: In English, a “sh” [[] followed by [z] is not allowed (*[-z)

Example outputs

*[-z [d1fz]

Input
/d1f/ ‘dish’ + /z/ ‘PLURAL’ <
[d1faz]

46



Phonological grammar

* The grammar also needs to be probabilistic
* Maximum Entropy Harmonic Grammar (Smolensky 1986; Goldwater & Johnson, 2003)
* probabilistic version of Optimality Theory
* = multinomial logistic regression

47



Phonological grammar

Candidate
outputs (y;)

Input (x;)

/dif+z/

‘dish.p’

difz

daf

difaz

Constraints

w=3 w=2
1
don’t don’t
*[z change insert

vowel | 1 | vowel

48



Phonological grammar

Candidate
outputs (y;)

Input (x;)

/dif+z/

‘dish.p’

difz

Constraints

daf

difaz

*J’Z

w=2

don’t
change
vowel

don’t
insert
vowel

Penalty

1X2

Constraints are weighted, and each candidate receives a
penalty score that is the weighted sum of all its constraint

violations.

49



Phonological grammar

Candidate Constraints
outputs (y;)

w=3 w=2
Penalty P(yjlx;)
difz ! 1x3 -3  0.06
Input (x;) 1
daJ don’t don’t 1x2 =2 017
/dif+z/ *(z change . insert
‘dish.pL’ difaz vowel vowel =2 070
Convert to probabilities
Takeaway: Violating highly weighted probability of candidate y;
constraints = lower probability given input x;

50



Phonological grammar

Candidate Constraints
outputs (y;)

w=? w=? w=? P(yjlx;)
1

difz —  p(V1lxy)

Input (x;) 1 X
daf don’t dont — PO2lx)

/dif+z/ *(z change . insert v
‘dish.pl’ dI_[BZ vowel vowel | p(yslx;)

L log(p(y1|x)p(y2|xy) .. p(Ynlx:))

How are weights learned? by maximizing objective function
using gradient-based optimization (Goldwater & Johnson, 2003;

N
=) log(P(yulx)
Lafferty et al., 2001; McCallum, 2003) n=1



Phonological grammar

Input (x;)

/dif+z/

‘dish.p’

The model at this point is frequency-matching
(can match the lexicon)

Candidate Constraints
outputs (y;)
L w=? w=? P(yjlx;)
1
difz —  p(V1lxy)
1 X
daJ don’t don’t p(Y2lxi)
*z change insert .
1
difaz vowel vowel | p(yslx;)
L log(p(y1lx)p(y2lx) ... (Y0 lx))

N
= > log(P(yulx)
n=1

52



Now let’s apply this to Seediq!
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Phonological grammar: constraints

Specific vowel matching constraint

‘MATCHV-MID  if the stressed syllable of the the base is a mid vowel, the stressed A
syllables of the base and output must correspond to each other and
share the same vowel. (base = unsuffixed stem form) y

N\

MATCHV the stressed syllables of the base and output must correspond to
each other and share the same vowel.

IDENT-OO-V  if two vowels correspond segmentally, they must be the same

(simplifying a bit, and ignoring some complications...)
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Phonological grammar: constraints

MATCHV-MID  if the stressed syllable of the input is a mid vowel, the stressed
syllables of the input and output must correspond to each other and

share the same vowel.
General vowel matching constraint

MATCHV the stressed syllables of the base and output must correspond to
each other and share the same vowel.

IDENT-O0-V It two vowels correspond segmentally, they must be the same

(simplifying a bit, and ignoring some complications...)
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Phonological grammar: constraints

MATCHV-MID  if the stressed syllable of the input is a mid vowel, the stressed
syllables of the input and output must correspond to each other and

share the same vowel.

MATCHV the stressed syllables of the base and output must correspond to

, each other and share the same vowel,
penalizes changes between segmentally corresponding segments

[IDENT—OO-V if two vowels correspond segmentally, they must be the same

(simplifying a bit, and ignoring some complications...)
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Phonological grammar: constraints

[pé.t{uk]

violates
IDENT-O0O-V

[pu.télkan]
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Phonological grammar: constraints

but satisfies
MATCHV, MATCHV-MID
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A Seedig example (simplified)

Candidate Constraints
outputs (y;)
w=2 w=2
, 1 ,
putékan p(putékan) = 0.9
Input (x;)
pétuk+an IMATCH IMATCH IDENT-
Vv V-MID 00-V
. 1 1 )
putukan p(putiikan) = 0.1

If w(MatchV, MatchV-mid) > w(IDENnT-V), the grammar will prefer [putékan]
If w(IDENT[voice]) > w(*VTV), the grammar will prefer [pakut-ana]



A Seedig example (si

Candidate
outputs (y;)

Input (x;)

putékan

[pétuk]

putukan

Constraints

mplified)

w=0.5 w=0.5
MATCH MATCH
V V-MID

IDENT-
00-V

p(putékan) =0.1

p(putukan) =0.9

If w(MatchV, MatchV-mid) > w(IDENT-V), the grammar will prefer [putékan]
If w(IDENT-V) > w(MATCHV, MATCHV-MmID), the grammar will prefer [putikan]
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A Seedig example (simplified)

Candidate Constraints
outputs (y;)
w=4
, 1 ,
putakan p(putakan) =0
Input (x;)
[patuk] MATCH MATCH IDENT-
Vv V-MID 00-V
. 1 )
putukan p(puttikan) = 1

For inputs like [patuk], vowel-matching alternations happen only if the
weight of MATCHV is high (MATCHV-MID doesn’t apply)



Results-model with no generality bias

* Model is frequency-matching... "

* but underpredicts
[patuk]~[putakan] type

e Reason:

* [patuk]~[putdakan] not observed
in the lexicon (model input).

* Model assigns high weight to
MATCHV-MID, but near-zero
weight to MATCHV

Experiment
o
(&)
o

0.00 -

0.75 7
responses [

0.25 1

L~

patus~putasan
}P=0.02)
- R?=0.8

o'®

patus~putusan
(P=0.94)
N

0.00 0.25 0.50
Model predictions

0.75 1.00
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Elements of the model

* A probabilistic phonological grammar
 Ability to incorporate generality bias
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Learning biases

To implement a bias, we can give the model a Gaussian prior (wilson
2006; Martin 2011; White 2013)

Functionally equivalent to L2 regularization

Each constraint weight w is associated with a Gaussian distribution
with, mean (1)=0 and a standard deviation (c)=1.

(Wm—H)? (W —0)?
207 4
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Learning biases

Constraints

Candidate W W
outputs (y;) ! W2 3
old objective function
1
difz p(V1lx;) N
— 1 . 10g(P(nlx))
l —
daf don’t don’t | P(V21x:) n=1
/d1f+z/ *z change insert v
‘dish.pL’ difoz vowel | 1 | vowel p(y3 %)
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Learning biases

Constraints

Wl W2 W3
Candidate (w1—0)* (w;—0)? (w1 —0)?
outputs (y;) 4 4 4
new objective function
difz . pilx) N
log( P X)) —
Input (x;) 1 X _ g( (Wl l))
daJ don’t don’t | P(Wz2lx:) Iy )
/dif+z/ *[z change insert % Z (Win—0)
‘dish.pL’ difaz vowel | 1 | vowel p(yzlx;) m=1 4
The bigger this
value, the bigger
the penalty.
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Learning biases

* As a result of this prior, the grammar will prefer to assign constraints
uniform, low weights...

* instead of assigning a lot of weight to one constraint

e Result: weight more evenly spread across MATCHV and MATCHV-MID
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low weight = low penalty

. (wp—0)?  w=constraint weight
Prior = 4 u = “preferred” weight
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high weight = exponentially higher penalty

. (wp—0)?  w=constraint weight
Prior = 4 u = “preferred” weight
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high weight = exponentially higher penalty

. (wp—0)?  w=constraint weight
Prior = 4 u = “preferred” weight

(6 — 0)2= 36
)
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Elements in a phonological model

1. A probabilistic phonological grammar v/
2. Ability to incorporate generality bias v/
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Results

1.00 1

0.75

Experiment
o
()]
o

0.25

0.00

Frequency matching (R?=0.84)

o, ©

patus~putasan
}P=0.02)
patus~putusan
(P=0.94)
e

R?=0.8

0.25 0.50 0.75 1.00
Model predictions

Experiment

Generality bias (R*>= 0.91)

1.00 g °
0.75 1

patus~putasan

(P=0.17)

o——>eo R2-09 patus~putusan

0.50 - (P=0.79)
o<—0
0.25 1
0.00 A
0.00 0.25 0.50 0.75 1.00

Model predictions
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Conclusion

* Seedig has a tendency towards vowel matching
 where stressed vowels of related surface forms match each other.

* psychological reality: productively applied to new words, and over-
generalized beyond what is observed in the lexicon.

* How do we explain speakers’ over-learning of vowel matching?
* modeling results suggest a generality bias.
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Conclusion

* Why are there so few documented cases of prosodic
correspondence?
e Missed when we look at just UR—>SR mappings
* gradient pattern

* Importance of...
* looking at the relations between related surface forms

* looking at gradient phenomena when addressing issues about phonological
representation
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Thank youl! to...

Aking Nawi and other Bruce Hayes and Kie Zuraw, members
Seedig consultants of the UCLA Phonology Seminar, two
- . UG anonymous reviewers of PDA, and

-
......
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